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Abstract

The use of database technologies for implementing CBR techniques is attracting a lot of attention for several reasons. First, the possibility of using standard DBMS for storing and representing cases significantly reduces the effort needed to develop a CBR system; in fact, data of interest are usually already stored into relational databases and used for different purposes as well. Finally, the use of standard query languages, like SQL, may facilitate the introduction of a case-based system into the real-world, by putting retrieval on the same ground of normal database queries. Unfortunately, SQL is not able to deal with queries like those needed in a CBR system, so different approaches have been tried, in order to build retrieval engines able to exploit, at the lower level, standard SQL. In this paper, we concentrate on Fuzzy Case-Based Reasoning where case similarity is defined by means of fuzzy predicates, operators and standard fuzzy logic connectives, rather than through distance measures as in usual k-NN approaches. We present a proposal where case retrieval is implemented by using a straightforward fuzzy extension to standard SQL, where the boolean satisfiability condition for tuple selection is substituted with a fuzzy one. A case-based client/server architecture exploiting Fuzzy-SQL as a retrieval engine is then presented, together with some possible applications in e-commerce and medical domains.
1 Introduction

The construction of a case-based system involves a set of different phases, each one related to the different steps composing the CBR cycle [1]. In particular, in order to implement a particular case retrieval algorithm, suitable case structuring and case base organization have to be devised. Very often, the case memory requires specific data structures to be implemented like decision trees, k-d trees, E-MOPs, associative memories, etc... [10, 18]; this may be a further burden in the construction of a CBR system, especially if data concerning cases are already available in standard databases.

The use of database techniques for supporting the construction of case-based systems is recently attracting serious attention; the reasons are twofold:

1. if data of interest are already stored in a database, the database itself can be used as a case base;
2. part of the technological facilities of a DBMS may be exploited in the CBR cycle, in particular for case retrieval.

This is particularly true in e-commerce applications, where the product database represents the main data source, which records are easily interpretable as “cases” for a case-based recommendation system [14, 15, 20], as well as in the broad context of knowledge management, for the implementation of corporate-wide case-based systems [9, 16]. All these database driven proposals focus on the retrieval step of the CBR cycle1, since similarity-based retrieval is the fundamental step that allows one to start with a set of relevant cases (e.g. the most relevant products in e-commerce), in order to apply any needed revision and/or refinement.

Case retrieval algorithms usually focus on implementing Nearest-Neighbor (NN) techniques, where local similarity metrics relative to individual features are combined in a weighted way to get a global similarity between a retrieved and a target case. A k-NN case retrieval algorithm will then return the k most similar cases to the target one. In [5], it is argued that the notion of acceptance may represent the needs of a flexible case retrieval methodology better than distance (or similarity). As for distance, local acceptance functions can be combined into global acceptance functions to determine whether a target case is acceptable (i.e. it is retrieved) with respect to a given query. In particular, very often local acceptance functions take the form of fuzzy distributions; in this way, the definition of a fuzzy linguistic term over the domain of a given attribute of a case can be exploited to characterize the acceptance of cases having similar (in the fuzzy sense) values for that particular attribute or feature.

The main goals and objectives of our work can be then summarized as follows:

- defining a case retrieval approach suitable for query cases expressible (either directly or indirectly) with fuzzy concepts;
- exploiting in a sound way fuzzy logic theory;
- exploiting as much as possible standard data representations for implementing cases (i.e. relational databases);
- exploiting as much as possible standard query tools and languages (like SQL or its extensions) for implementing retrieval.

1Actually, in [20] a revision of the classical CBR cycle presented in [1] is proposed, by specifically taking into account the e-commerce application; however no particular database technique is specifically proposed for implementing this new cycle.
In the present paper, we will present an approach where local acceptance relative to a feature can be actually expressed through fuzzy distributions on its domain, abstracting the actual values to linguistic terms. The peculiarity of the approach is that global acceptance is completely defined in fuzzy terms, by means of the usual combinations of local distributions through specific defined norms [11]. Moreover, an extended version of SQL, able to deal with fuzzy predicates and conditions, is introduced as a suitable way to directly query a case base stored on a relational DBMS; this approach is based on the SQLf language proposed in [3], extending standard SQL in order to deal with fuzzy queries.

The paper is organized as follows: section 2 compares the different approaches to retrieval, namely similarity-based and fuzzy-based; section 3 summarizes the standard approach to fuzzy querying on top of a relational DBMS by also showing how a fuzzy query with a suitable acceptability threshold can be translated in a boolean one; section 4 shows how the fuzzy querying framework can actually be exploited to implement fuzzy case retrieval and a client/server architecture able to generate a Fuzzy-SQL query from a case specification is presented in section 5; finally, in section 6 two different applications exploiting the presented approach are presented in e-commerce (travel suggestion) and medical domains (diabetic patient monitoring) respectively. Comparison with related works and some conclusions are then reported in section 7.

2 Similarity-Based Retrieval versus Fuzzy-Based retrieval

Standard case retrieval approaches are based on distance measures defined on case features (local distance) that are then combined in a suitable way, in order to get the actual distance between a query or target case and a retrieved case (global distance). The Nearest-Neighbor approach to case retrieval is actual based on such a use of distance functions and several retrieval algorithms proposed in the literature belong to this category. Case similarity is easily defined as a kind of inverse function of case distance (greater is the distance, smaller is the similarity).

However, similarity-based retrieval grounded on distance metrics is not the only way of considering retrieval; in fact, an often cited proposition is that the main difference between database and case-based systems stands in the fact that database systems are only able to retrieve information that fulfills particular conditions in a precise way, while imprecise (fuzzy) matching is possible within CBR systems. This means that we can view retrieval as a way of accepting a set of cases, by means of some fuzzy measure of acceptance.

Despite their relative differences, fuzzy retrieval (based on acceptance) and nearest-neighbor retrieval (based on distance) have some common grounds. In [3], a correspondence between acceptability and distance has been pointed out; the way of considering the acceptability induced by a distance measure is through the so-called characteristics similarity curves. As an example (adapted from [3]) consider a local distance metric \( x_i \) on a given feature \( f_i \). A very simple similarity metric induced by \( x_i \) can be \( s(x_i) = 1 - |x_i| \) (see fig. 1(a)). Let us consider now the sum (+) combination function for the global distance; fig. 1.(b) shows the characteristics similarity curves for a given value \( a \) and for a query case composed by two features \( q_1, q_2 \). They represent the acceptability regions induced by the global distance measure; every case \((f_1, f_2)\) inside a particular region (rhombus) has an acceptability greater or equal to \( a \) with respect to the query case \((q_1, q_2)\).

Acceptability functions can then be used instead of distance or similarity functions and local acceptability can be combined into global acceptability functions to determine whether the case can be retrieved, that is whether it is acceptable with respect to the query case and a particular acceptability threshold (see [3] for more details).
Fuzzy membership of a feature value with respect to a particular fuzzy set can then be viewed as local acceptance functions. Consider for example the feature price of a given product and consider the fuzzy term average price defined by the fuzzy distribution of fig.

2. As in the case of characteristics similarity curves, different acceptability thresholds give rise to different acceptability regions; for instance, retrieving cases concerning products having an average price with acceptability greater than 0.75 will result in retrieving cases concerning products with a price between $300 and $700. Notice that, in case of fuzzy retrieval, the main reference is a linguistic value (i.e., a fuzzy set), while in similarity-based retrieval the reference is a feature value, not defined on a fuzzy set. This essentially means that fuzzy retrieval is more general in use, by allowing the fuzzification of the queries, i.e., query cases can be expressed in terms of both crisp and fuzzy values. We will return on this aspect in section 4.

Finally, if fuzzy membership functions can model local acceptability, global acceptability is easily obtained by using fuzzy combination through suitable t-norms or t-conorms [11]: this means that the standard framework of fuzzy logic provides a sound way of aggregating local information (at the feature level) into a global measure (at the case level). Given the fact that fuzzy logic matching can be formally used to retrieve a set of cases given a particular query, the problem to solve is how to implement this kind of fuzzy retrieval. Our aim is to exploit as much as possible standard data representation and standard query tools. For this reason, we investigated the possibility of exploiting fuzzy extension to SQL for imprecise querying in relational databases. Next section will discuss how a relational database can be actually queried in a fuzzy way.

### 3 Fuzzy Querying in Databases

It is well-known that standard relational databases can only deal with precise information and standard query languages, like SQL, only support boolean queries. As already mentioned, this is what make CBR different from usual database technology where, if a specific condition is specified during information retrieval, only data exactly satisfying such a condition can be obtained, by loosing the possibility of
Figure 2: Fuzzy membership as local acceptability.

retrieving those items that, while not fulfilling the condition, exhibit only small differences with respect to those fulfilling it. Fuzzy logic provides a natural way of generalizing the strict satisfiability of boolean logic to a notion of satisfiability with different degrees; this is the reason why considerable efforts has been dedicated inside the database community toward the possibility of dealing with fuzzy information in a database.

There are at least two main approaches to the problem:

1. explicit representation of vague and imprecise information inside the database [4, 12];

2. vague and imprecise querying on a regular database [3, 8].

Even if the first class of approaches is more general that the second one, we will concentrate on the latter, since the interest in this paper is to show how flexible querying in a standard database can be used to implement case retrieval. In particular, in [3] standard SQL is adopted as the starting point for a set of extensions able to improve query capabilities from boolean to fuzzy ones. While the long term goal of the approach is to integrate such extensions directly at the DBMS level (directly providing the user with specific DBMS algorithms for flexible query processing), in the short term the implementation of the SQL extensions can be actually provided on top of a standard relational DBMS, by means of a suitable module able to transform a fuzzy query into a regular one through the so called derivation principle [2].

In the following, we concentrate on this methodology, by defining a set of fuzzy extensions to SQL that may be of interest for CBR and by showing how they can be processed, in order to transform them in standard queries; we will finally show how this can be actually implemented for case retrieval purposes.

The basic block of an SQL statement follows the form:

```
SELECT field_list
```
FROM `table_list`
WHERE `condition`

We are interested in simple SQL statements with no nesting (i.e., we consider the WHERE clause to be a reference to an actual condition and not to nested SQL statements); in our Fuzzy-SQL language, the condition can be a composite fuzzy formula involving both crisp and fuzzy predicates and operators.

### 3.1 Fuzzy Predicates

A set of linguistic values can be defined over the domains of the attributes of interest; three different types of fuzzy predicates are considered:

- **fuzzy predicates on continuous domain**: a set of linguistic values defined on a continuous domain and through a continuous distribution (e.g., a trapezoidal, triangular or a Gaussian-like distribution);
- **fuzzy predicates on discrete domains**: a set of linguistic values defined on a discrete domain, but with two different possible types of distribution: *continuous for scalar discrete* attributes (i.e., with ordered values) (e.g., a trapezoidal distribution for the linguistic value *young* defined over the discrete domain of integers of the attribute *age*) or *discrete for nominal* attributes (with unordered values) (e.g., a vector distribution for the linguistic term *bright* defined over the attribute *color*, associating to each color the membership function to the fuzzy set).

Furthermore, a set of fuzzy operators can be defined to relate fuzzy or crisp predicates; also in this case we have different types of operators:

- **continuous operators**: characterized by a continuous distribution function (e.g., the operator *near* over scalar attributes, characterized by a trapezoidal, triangular or Gaussian-like curve centered at 0 and working on the difference of the operands);
- **discrete operators**: defining a *similarity relation* characterized by a symmetric matrix of similarity degrees (e.g., the operator *compatible* over the attribute *job* defining to which degree a pair of different jobs are compatible).

By allowing fuzzy predicates and operators to form the condition of the WHERE clause, the result of the SELECT is actually a fuzzy relation, i.e., a set of tuples with associated the degree to which they satisfy the WHERE clause. Such a degree can be characterized as follows: let

```
SELECT A FROM R WHERE fc
```

be a query with fuzzy condition *fc*; the result will be a fuzzy relation *Rf* with membership function

\[
\mu_{Rf}(a) = \sup_{(x \in A) \land (a = x)} \mu_{fc}(x)
\]

The fuzzy distribution \( \mu_{fc}(x) \) relative to *fc* must then be computed by taking into account the logical connectives involved and their fuzzy interpretation. It is well known that the general way to give a fuzzy interpretation to logical connectives is to associate negation with *complement to one*, conjunction with a suitable *t-norm* and disjunction with the corresponding *t-conorm* [11]. In the following, we will concentrate on the simplest *t-norm* and *t-conorm*, namely the min and max operators such that

\[
\mu_{A \land B}(x) = \min(\mu_A(x), \mu_B(x))
\]

\[
\mu_{A \lor B}(x) = \max(\mu_A(x), \mu_B(x))
\]
We will discuss the implementative advantages of this choice and what problems have to be addressed with other norms.

3.2 Deriving Standard SQL from Fuzzy-SQL

In order to process a query using a standard DBMS, we have to devise a way of translating the Fuzzy-SQL statement into a standard one. We have noticed that the result of a fuzzy query is always a fuzzy relation, while the result of a standard query is a boolean relation; this means that, if we are able to translate a fuzzy query into a standard one, the resulting boolean relation has to satisfy certain criteria related to the original fuzzy query. The most simple way is to require the fuzzy query to return a boolean relation \( R_f \) whose tuples are extracted from the fuzzy relation \( R_f \), by considering a suitable threshold on the fuzzy distribution of \( R_f \). We consider, as in [3], the following syntax

\[
\text{SELECT} \ (\lambda) \ \text{A FROM} \ R \ \text{WHERE} \ fc
\]

whose meaning is that a set of tuples with attribute set \( A \), from relation set \( R \), satisfying the condition \( fc \) with degree \( \mu \geq \lambda \) is returned (in fuzzy terms, the \( \lambda \)-cut of the fuzzy relation \( R_f \) resulting from the query is returned).

The idea is then to transform the fuzzy query into an SQL query returning a superset of the \( \lambda \)-cut of the result relation. The interesting point is that, if we restrict attention to the kind of queries previously discussed (which are suitable to model standard case retrieval) and if we adopt min and max operator as norms, then it is possible to derive from a Fuzzy-SQL query, an SQL query returning exactly the \( \lambda \)-cut required [2].

This can be easily verified as follows: let \( P \) be a fuzzy predicate; we write \( P \geq \lambda \) to indicate that \( P \) is satisfied with degree greater or equal than \( \lambda \). Let \( DNC(P, \geq, \lambda) \) be the derived necessary condition for \( P \geq \lambda \), i.e. a boolean condition such that \( P \geq \lambda \rightarrow DNC(P, \geq, \lambda) \).

It is trivial to verify that

\[
\begin{align*}
\text{AND}(P_1, \ldots, P_n) & \geq \lambda \leftrightarrow \min(P_1, \ldots, P_n) \geq \lambda \leftrightarrow DNC(P_1, \geq, \lambda) \ldots DNC(P_n, \geq, \lambda) \\
\text{OR}(P_1, \ldots, P_n) & \geq \lambda \leftrightarrow \max(P_1, \ldots, P_n) \geq \lambda \leftrightarrow DNC(P_1, \geq, \lambda) \ldots DNC(P_n, \geq, \lambda)
\end{align*}
\]

This implies that, using min and max operators, each derived necessary condition is also a sufficient one and thus the obtained boolean condition can be used to return exactly the required \( \lambda \)-cut\(^2\). Each DNC can then be obtained from the fuzzy distribution associated to the involved predicate.

Example. Consider a relation \textit{product} containing the attribute \textit{price} over which the linguistic term \textit{high} is defined. Figure 3 shows the fuzzy distribution of \textit{high} as well as the distribution of a fuzzy operator \( \gg \) (much greater than). The condition \((\text{price} = \text{high} \land \text{price} \gg 1000) \geq 0.8 \) will hold iff \( \min(\text{price} = \text{high}, \text{price} \gg 1000) \geq 0.8 \), iff \((\text{price} = \text{high}) \geq 0.8 \land (\text{price} \gg 1000) \geq 0.8 \) iff \((1100 \leq \text{price} \leq 1800) \land (\text{price} - 1000) \geq 120 \). The latter condition can be easily translated in a standard \textit{WHERE} clause of SQL.

Unfortunately, there are situations (for instance when norms different that min, max are used) where the exact derivation of the \( \lambda \)-cut is not possible; in these cases a superset of the actual \( \lambda \)-cut will be returned. There are two possible solutions to that:

1. to implement an external filter receiving in input the result set of the query, producing in output the actual \( \lambda \)-cut, by filtering out those tuples having degree less than \( \lambda \);

\(^2\)Similar results hold for \((P, \leq, \lambda)\), to be used when negation is involved.
2. if the DBMS support the inclusion of external functions in the query language, to use this facility to compute, during query processing, the actual degree of the tuple, by accepting only those belonging to the $\lambda$-cut.

In the next section, we will show how these strategies may be implemented in a system able to create a Fuzzy-SQL query from a target case, in order to retrieve a set of similar cases.

4 Implementing Fuzzy Case Retrieval

In order to make effective a fuzzy retrieval approach on top of a relational database we have defined the following framework for case retrieval implementation:

- cases are defined as collections of $(feature, value)$ pairs and then represented as tuples of relations; it may be the case that the relevant information for a case is scattered in different relations of a relational schema, however it is always possible to define a suitable view in order to reconstruct relevant case information in a single (possibly virtual) table or relation\(^3\);

- as a consequence of the previous point, case features are represented by standard relational attributes;

- fuzzy terms and fuzzy operators are defined on the case base scheme (the database scheme of the case base) through a suitable meta-database containing all the fuzzy knowledge;

\(^3\)Notice that a case is normally defined by a description, a solution and a possible outcome; the $(feature, value)$ description is usually sufficient to represent all this part of a case.
- a target or query case is defined by specifying values for a set of features in a suitable way (see below);
- retrieval takes place by generating a Fuzzy-SQL query on the case base with threshold \( \lambda \), returning the set of cases (tuples) within the \( \lambda \) limit of acceptability (i.e. the \( \lambda \)-cut of the resulting relation).

By considering the above framework, we notice that there is no fuzzy information represented in the case base. Cases are stored in the case base (the object database) by using, for each feature, only values from the corresponding attribute domain; on the other hand, query cases may also be specified by using linguistic (fuzzy) abstractions on such values. This means that, for each feature (attribute) to be specified in a query case, three different possibilities can be used:

1. specification of a linguistic value (if the corresponding domain allows for it);
2. specification of a crisp value, to be used as is;
3. specification of a crisp value to be fuzzified.

In the last case, fuzzification may take place in different ways; for instance, in case of a scalar attribute \( A \) whose input value is \( a \), the fuzzy expression \( A \) near \( a \) can be used instead of \( A = a^4 \).

However, more sophisticated fuzzification strategies can also be defined, by constructing a fuzzy distribution from those defined over the domain of the attribute and from the input value. An example is provided in figure 4 where a fuzzification threshold \( \phi = 0.1 \) is specified on the fuzzy distributions for the linguistic term high of the attribute price with input value 1000; the result is the fuzzification of price=1000 in terms of the fuzzy distribution shown as a bold line in figure 4; the slopes of the distribution can be determined in dependence on the original fuzzy distribution, by setting a spread factor similar to that used in the HCV algorithm [21]. Fuzzification may be more complex in case the input value belongs to more than one fuzzy set (i.e. if more linguistic terms are applicable to the input); in that case the fuzzification process must take into account a suitable norm to combine the results from each fuzzy set.

In addition to the specification of a crisp or linguistic value, the target case can also specify additional conditions involving specific (possibly fuzzy) operators (e.g. the user can specify that it requires cases

\[ A \]

\[ 4 \]A more general solution could be to provide specific operators of nearness \( \text{near}_A \) for each individual scalar attribute \( A \).
with \( \text{price}=\text{high} \) and \( \text{price} \gg 1000 \). Finally, a global retrieval (acceptability) threshold \( \lambda \) has to be specified. A Fuzzy-SQL query can then be generated as follows:

- one or more tables \( (R_1, \ldots, R_k) \) whose rows contain the cases of interest for retrieval are selected;
- a fuzzy condition \( fc \) is created by taking the AND of all the expressions (crisp, fuzzy and fuzzified) specified in the target case;
- a query of the form \( \text{SELECT } (\lambda) \ast \text{ FROM } R_1, \ldots, R_k \text{ WHERE } fc \) is generated and executed.

Retrieved cases will then be obtained as the tuples of the result table obtained from the query.

5 A Client/Server Architecture for Fuzzy CBR

Following the approach outlined in the previous sections, we have implemented a client/server architecture, able to process Fuzzy-SQL queries on top of a relational DBMS; since emphasis is given to case retrieval, the system provides a way of generating the relevant fuzzy query from a target case specification and can be used as a basis for the construction of specific applications where fuzzy case retrieval is required. The architecture of the system is shown in Figure 5. A case base is implemented using a standard relational database where cases are stored in a suitable set of tables; in addition to the object database, a meta-database storing all fuzzy information and knowledge is also required. At the current stage, all the meta-data (definitions of fuzzy predicates and operators) are stored in a relational format as well, in such a way that standard queries can be used to process this kind of information (we have chosen PostgreSQL as DBMS for the current implementation).

The relational schema of the meta-database consists of the following tables:

- **DOMAINS**(tab,field,type);
- **FUZZY_PRD**(tab,field,lval,order_no,distribution,a,b,c,d);
- **FUZZY_DD**(tab,field,attrval,lval,degree);
- **FUZZY_DP**(symbol,operand_i,description,cardinality,based_on,distribution,a,b,c,d);
- **SIM_TAB**(op_name,tab,field,aval1,aval2,degree);

Underlined fields represent primary keys of the tables. The DOMAINS table is meant to represent the type of the fuzzy domain defined on the pair table,field; the supported types are: 'x' for no fuzzy domain, 'a' for continuous distribution on discrete domain, 'c' for continuous distribution on continuous domain, 'd' for discrete distribution on discrete domains.

Table **FUZZY_PRD** represents the definition of continuous fuzzy distribution on either a continuous or discrete domain; in particular, each tuple defines a fuzzy predicate with linguistic value \( lval \) on the attribute field of table tab with a continuous fuzzy distribution having 4 real reference points: a the last point with membership degree 0, b the first point with degree 1, c the last point with degree 1 and d the first point with degree 0 again. The attribute distribution of the table is intended as a code for the type of distribution; for instance, a trapezoidal distribution will be identified by a code different than the code for a triangular distribution. In particular, the difference between a trapezoidal and a triangular distribution is that in the latter case \( a < b = c < d \), while in the former \( a < b < c < d \). Other possible distributions are for example the crisp then decreasing distribution \( (a = b = -\infty < c \)
Figure 5: System Architecture
<d), the increasing then crisp distribution \((a < b < c = d = +\infty)\), etc... The attribute \texttt{order} simply defines an order on the linguistic values that are defined on the same fields on a table.

Table \texttt{FUSYDP} is very similar, since it allows the definition of a continuous distribution corresponding to a fuzzy operator; specific information about the operator cardinality (\texttt{cardinality}), the operand types (\texttt{operand}) and the function on which the operator is based (\texttt{based on}) are also stored. The attribute \texttt{symbol} stores the symbol used for the operand in the Fuzzy SQL queries.

Table \texttt{FUSYDD} deals with discrete distributions; the fuzzy value \texttt{ival} defined on the table \texttt{tab} and attribute \texttt{field} is defined such that the value \texttt{attrval} of \texttt{field} has a membership degree in the fuzzy set equal to \texttt{degree}.

Finally, table \texttt{SIMTAB} is used to store information for similarity relations; a similarity called \texttt{op name} is defined on table \texttt{tab} and attribute \texttt{field} such that the pair of attribute values \texttt{val1} and \texttt{val2} has similarity equal to \texttt{degree}.

Concerning the rest of the architecture, the actual core is a Fuzzy-SQL Server written in Java. It is devoted to the processing of the fuzzy query, by means of a Parser/Translator, implemented using Lex and Yacc; the syntax of the fuzzy query is checked and a standard SQL query is then generated, by deriving the DNs using the fuzzy knowledge in the meta-database. The DB server and the Fuzzy-SQL server do not need to run on the same host and communicate via JDBC driver.

Finally, a Web-Based Graphical User Interface has been implemented as a Java applet, exploiting standard browser capabilities. The GUI fulfills the following requirements:

- automatic Fuzzy-SQL query generation from a target case template;
- manual Fuzzy-SQL query construction;
- meta-data management operations (definition of fuzzy knowledge) and database administration.

The GUI applet communicates directly with the DB server for database administration operation (as well as for standard querying) via JDBC, while a socket-based communication is exploited for the connection with the Fuzzy-SQL server.

The only constraint, in the current version, is that the Fuzzy-SQL Server must run on the same machine where the WWW server is running, because of the use of Java applets in the implementation of the GUI; no constraint is put on the location of the DBMS Server. The client browser, the DBMS and the Fuzzy-SQL Server can in principle be on different machines. Finally, it is worth noting that in figure \ref{fig:figure5}, a specific module called Norm Filter is shown; this may be needed in case \texttt{norms} different than \texttt{min} and \texttt{max} are adopted, in order to reduce the result set to the desired \texttt{lambda}-cut. As mentioned before, this filter would not be necessary if the Fuzzy-SQL Server includes in the translation process external function calls able to verify, during query processing, the degree of satisfiability of the tuples; this capability must be supported by the DBMS and the Fuzzy-SQL Server has to use the meta-database for function implementation. The different data flow of the result set in the different situations (use of the filter or not) are shown in figure \ref{fig:figure5} with dashed lines. At the current stage, the use of external functions, even if supported by \texttt{POSTGRES}, has not been implemented yet.

6 Application Examples

6.1 Travel Suggestion

A first application we have tested concerns the construction of a fuzzy retrieval system for an on-line travel agency. We have been inspired on that by several examples that may be found on the Web and
by the fact that a specific database containing travel information is available from the AI-CBR web site (www.ai-cbr.org). The object database is very simple and the conceptual data schema is reported in figure 6. The corresponding relational schema is as follows:

\[
\text{HOTEL}(\text{id}, \text{name}, \text{stars});
\\text{TRAVEL}(\text{journeycode}, \text{holidaytype}, \text{price} \ \text{number_of_persons}, \text{region}, \text{transportation}, \text{duration}, \\
\text{season}, \text{accommodation}, \text{hotel});
\]

A foreign key constraint is defined on table TRAVEL as

\[
\text{foreign key(hotel) references HOTEL(id)}
\]

Field names can be considered self-explaining: the domain of each attribute in both tables is actually a discrete domain (either an integer or a varchar SQL type), so both discrete and continuous fuzzy distributions can be defined (i.e. DOMAINS.type in the meta-database can be either 'a' or 'd'). A set of fuzzy predicates has been defined on this schema as shown in table 1. The plotting of the predicate luxury for hotel.stars as produced by the system is shown as an example in figure 7. In addition to these predicates, we have also defined a similarity relation \textit{sim} on the attribute \textit{holidaytype} of table travel. The admissible value for such an attribute are: Active, Bathing, Education, Language, Recreation, Skiing, Wandering, City. for instance an Active type of holiday has a 0 similarity degree with a Bathing type of holiday, while a City type has a 0.7 similarity degree with an Education type. Finally, some fuzzy operators have been defined as well for example the operator \textit{much less than} for the attribute travel.price(<<p) and the operator \textit{near} for travel.number_of_persons (~nop), both binary and defined on the difference of the operands. The fuzzy membership functions of such operators are shown in figure 8.

### 6.2 Example Queries and Retrieval

The object database we have used for our examples contains 1024 cases, each one corresponding to a different travel; actually this means that the view obtained as
Figure 7: Plotting of the fuzzy membership of hotel stars=luxury

Figure 8: Membership function for operands $<<p$ and $\text{nop}$. 
SELECT * FROM travel, hotel WHERE travel.hotel = hotel.id
contains 1024 tuples.

A target or query case is constructed by the user through a suitable template, where the feature he/she is interested in are selected and instantiated (in a mixed crisp and fuzzy way). The user can be either an end-user interested in finding a suitable travel form him/her (as in a B2C e-commerce application) or a travel agent interested in knowing the proposal of a tour operator that can be adopted for his/her agency (as in a B2B e-commerce application). Suppose for example that a travel agent is interested in analyzing cases corresponding to a type of holiday similar to Active, with a cheap price (and in fact much less than 2000 DM), with a small number of people, with a standard duration and which have been hosted in a medium category hotel. He/She can select the interesting features by a dialog window as shown in figure 9. A second dialog window is used to instantiate each feature as needed (see fig. 10). At this stage, the user has also to specify how strict are the conditions he/she requires for the retrieval, by specifying a number between 0 and 1, with the meaning that, closer is the number to 1, stricter is the retrieval condition. The specified number is used by the fuzzy query constructor module as the λ threshold for the query, while the user specified retrieval conditions will be used in the WHERE clause of the generated query.

In this example, if a threshold of 0.8 is specified (as in fig. 10), the following query is generated:

SELECT (0.8) *
FROM travel, hotel
WHERE travel.hotel = hotel.id AND
travel.holidaytype |sim| 'Active' AND
travel.price = [cheap] AND travel.price <<< 2000 AND

---

脚注5：关于一些专门的符号，我们已经引入了Fuzzy-SQL语言来标识模糊谓词（例如方括号）或相似性关系（例如“||”符号）。
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Figure 10: Query Construction Template

travel.numberofpersons = [small] AND
travel.duration = [standard] AND
hotel.stars = [med_cat]

corresponding to the following standard SQL query:

```
SELECT *
FROM travel,hotel
WHERE travel.hotel = hotel.id AND
  ((travel.holydaytype = 'Active') OR
  (travel.holydaytype = 'Skiing') OR
  (travel.holydaytype = 'Wandering')) AND
  (travel.price Between 420 And 1040) AND
  ((travel.price-2000) Between -100000 And -90) AND
  (travel.numberofpersons Between 0 And 2) AND
  (travel.duration Between 7 And 15) AND
  (hotel.stars = 3)
```

This results in a retrieval of 19 cases out of 1024 such that 6 cases are travels of type *Active*, 11 of type *Wandering* and 2 of type *Skiing*. Figure 11 shows the results of the retrieval provided by the system: the upper canvas reports the automatically generated Fuzzy SQL query, the middle one the translated standard SQL query and the lower one the set of retrieved cases.

If a more strict threshold is used (e.g. 0.9), the corresponding SQL query is:

```
SELECT *
FROM travel,hotel
WHERE travel.hotel = hotel.id AND
  (travel.holydaytype = 'Active') AND
  (travel.price Between 435 And 1020) AND
```
**Figure 11: Example of Retrieval for travel database**
restricting the previous set of 19 cases to just 5 cases. As we can notice from the above query, these 5 cases only concern Active travels; one of the previous Active cases is not retrieved, because the restriction in the threshold also changes the price limits. The travel agent can then analyze the result of retrieval and possibly to further restrict the retrieval either by increasing the threshold or by changing some of the retrieval conditions.

6.3 Diabetic Patient Monitoring

The second example we discuss is a medical application. The introduction of Hospital Information Systems into clinical practice has led to the memorization of a huge quantity of data, automatically collected at each hospital during the every day work. This operative knowledge stores individual expertise, organizational practices, and, obviously, patients’ clinical data. Since CBR is known to be a very suitable methodology for managing knowledge of the operative type [17], building a case retrieval system for a medical application would be helpful for maintaining expert’s know-how over time, and for storing patients’ clinical histories so that, even in presence of changes in the staff, the quality of care would not decrease due to a lack of information. Moreover, the use of a CBR application is motivated by the nature of medical decision making itself. As a matter of fact, physicians normally find useful to recall past situations similar to the current one and to adapt past solutions to the present problem, but the process is often biased by the tendency of recalling only more recent cases. It is therefore important to enable the retrieval of all the operative information, also related to older examples. A CBR approach would be particularly useful for supporting chronic diseases treatment, were patients are followed for long periods of time (sometimes for their whole life), and several cases are collected for each of them. Starting from these observations, in previous years we developed a complex decision support system that included a CBR module, and which was applied and successfully tested in the domain of type 1 diabetes mellitus [13]. In that system, where case retrieval was realized resorting to NN techniques, cases were stored as table rows in a relational database. Therefore, it would be easy to add the fuzzy querying facility to the existent architecture. In the following, we present some tests we made in this direction. The diabetes domain was chosen for testing Fuzzy-SQL also because we think that this solution could provide some advantages from the clinical viewpoint as well.

6.3.1 The Application Domain

Diabetes mellitus, one of the major chronic diseases in the industrialized countries, is a pathology deriving from an insufficient secretion of insulin by the pancreatic beta-cells. In particular, patients affected by type 1 diabetes don’t have any residual endogenous insulin production. Therefore, they need exogenous insulin injections to regulate blood glucose, and to reduce the risk of invalidating later life complications. Implementing the therapy is therefore a complex task, that requires frequent contacts with the physician through clinical visits. During the problem identification and therapy revision process, the physician normally relies not only on structured domain knowledge, that is largely available and well assessed, but also on previous experience (e.g. the information that a certain insulin

6The excluded case has a price of 431 DM and does not satisfy the new retrieval condition.
protocol has been applied in the past to that patient, or to patients with similar characteristics, leading to a positive/negative outcome): the use of case retrieval is therefore largely motivated and a periodical control visit can be naturally mapped to the concept of case.

6.3.2 The Database

Our case base is composed by about 150 visits (cases), belonging to 29 real pediatric patients. The conceptual ER schema of the database is reported in figure 12.

Cases are stored in the relational database corresponding to such a schema and can be logically thought as the tuples of the view corresponding to the join of the tables PATIENT, VISIT and CLASS. We avoid here the details of the relational schema, however it is worth noting that the relevant information for retrieval are contained in the tuples of VISIT: each visit is relative to a specific patient (whose general information is a tuple of PATIENT) that, at the visit time, belongs to one of the defined diagnostic classes stored in CLASS (see below).

Case features are the data collected during the visit, or abstractions made over these data. Some examples are: age, weight, height, HbA1c, insulin requirement, distance from onset. In particular HbA1c is the main indicator of the presence of hyperglycemia in the latest 60 days, insulin requirement represents daily insulin intake, and the distance from onset is the number of months since diabetes was diagnosed. The case solution is represented by the insulin therapy prescribed on the visit day, and the case outcome is summarized by the metabolic indicators (mainly HbA1c) collected during the following visit (that is another case in the table, belonging to the same patient). On the basis of medical knowledge, cases can be classified resorting to a set of prototypical classes [13], that describe the typical pathological or clinical course conditions in which pediatric patients may incur. Classes are mutually exclusive. In particular, for our tests, we considered some cases belonging to the three following classes: Anorexia, Bulimia and Clinical Remission. Anorexia and Bulimia are two nutritional disorders, that can
be often diagnosed in diabetic patients. Clinical Remission is a condition in which all newly diagnosed patient incur, generally until 24 months after diabetes onset; during this period, they normally have a good metabolic control (due to the great efficacy of the recent introduction of an exogenous insulin therapy), but they may suffer from hypoglycemia.

The diabetes meta-database stores fuzzy predicates and fuzzy operators helpful for querying the case base. Table 2 lists some of the predicates and the case feature over which they are defined. All these predicates are continuous, and the table reports if their domain is discrete or continuous as well. When more than one predicate is defined, they may be partially overlapping.

The following continuous operators were defined: $\sim w$ (near) over the weight attribute, and $\gg h$ (much greater) over the height attribute. The operator $\sim w$ is defined by means of a trapezoidal distribution, where $a = -4$, $b = -2$, $c = 2$ and $d = 4$. On the other hand, the operator $\gg h$ is defined through an increasing then crisp distribution, with $a = 0$, $b = 10$ and $c = d = +\infty$.

### 6.3.3 Example Queries

From medical knowledge, we know that pediatric patients belonging to the class Anorexia are usually under-weight, have a good metabolic control (i.e. values of HbA1c $\leq 7.0$), are in the puberal age, and their distance from onset is at least 22 months. To reproduce this situation, we used the fuzzy predicates good control (over HbA1c), puberal (over age), and medium or long (over distance from onset). Moreover we limited our search to patients whose weight was $\sim w$ 52 Kg, and whose height was $\gg h$ 150 cm. The query is reported below:

```
SELECT (lambda) * FROM visit
WHERE Hba1c=[good_control] AND
  age=[puberal] AND
  (distance_from_onset=[long] OR distance_from_onset=[medium]) AND
  weight $\sim w$ 52 AND
  height $\gg h$ 150
```

By choosing $\lambda=0.9$ we were able to retrieve 9 cases, all belonging to the Anorexia class. The retrieval results matched our prior knowledge, confirming the capability of the Fuzzy-SQL system of correctly identifying the required tuples.

Similarly, patients belonging to the Clinical Remission class have a good metabolic control (i.e. values of HbA1c $\leq 7.0$), are in the puberal age, and their distance from onset is less than 24 months. To reproduce this situation, we used the fuzzy predicates good control (over HbA1c), puberal (over age), and short or medium (over distance from onset). Moreover we limited our search to patients whose weight was $\sim w$ 63 Kg, and whose height was $\gg h$ 150 cm. The query is reported below:

```
SELECT (lambda) * FROM visit
```

<table>
<thead>
<tr>
<th>Table</th>
<th>Field</th>
<th>Fuzzy Values</th>
<th>Distribution/Domain Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>visit age</td>
<td>infant, puberal, young, adult</td>
<td>continuous/discrete</td>
</tr>
<tr>
<td></td>
<td>visit.HbA1c</td>
<td>good control, sufficient control, poor control</td>
<td>continuous/continuous</td>
</tr>
<tr>
<td></td>
<td>visit.distance_from_onset</td>
<td>short, medium, long</td>
<td>continuous/discrete</td>
</tr>
</tbody>
</table>
WHERE HbA1c=[good_control] AND 
age=[puberal] AND 
(distance_from_onset=[long] OR distance_from_onset=[medium]) AND 
weight > w 63 AND 
height >> h 150 cm.

Again the fuzzy query with a high \( \lambda \) (0.9) retrieved 2 cases, both belonging to the Clinical Remission class. We then repeated the second query, by choosing a lower \( \lambda \) (0.6). This time we retrieved 7 cases, 2 of which belonging to Anorexia, and 5 to Clinical Remission. No cases belonging to the Bulimia class were retrieved: weight has to be > 63 Kg for bulimic patients whose height is > h 150 cm.

From this simple test, we are able to draw some conclusions. First, it seems that some features don’t discriminate very well among certain classes; in the example some anorexic patients, and some in the Clinical Remission phase, can be retrieved by the same query. Only the choice of a high \( \lambda \) can restrict the result to cases belonging to just one class. This may indicate that, along certain directions (i.e. the query features) the two classes are similar: to obtain a complete discrimination we have to introduce stricter conditions (e.g. imposing that the distance from diabetes onset is short, and not medium), or conditions on additional features. Querying the visit table is then a way of performing inter-class retrieval, i.e. to obtain cases from different classes, that, limiting the analysis to the features in the query, are similar to the target case. Intra-class retrieval (i.e. retrieval of cases belonging to a single class) can be obtained by the same query, simply by increasing the value of \( \lambda \). Identifying such similarities among the classes could be an added value from the clinical viewpoint: it would be possible to highlight relations among different prototypical conditions that are not clearly stated by medical knowledge, but that can be learned from real data.

Moreover, the Fuzzy-SQL approach could be used as the pre-processing step in a data mining application, for reducing the number of data to work with. The fuzzy query would retrieve cases that are similar from some viewpoints (again, along the directions of the attributes in the query): then classical data mining techniques could be applied to discover additional correlations among the other features of the reduced case set. As a matter of fact, an accurate pre-selection seems to be particularly critical when dealing with medical data.

Finally, we also envision the possibility of adopting Fuzzy-SQL as a mean for evaluating the quality of patient’s care. For example, in the diabetes application, it would be possible to retrieve cases with an unsatisfactory outcome (where unsatisfactory is a fuzzy concept), and to review the therapy (i.e. the solution of the previous case in terms of time, belonging to the same patient) that led to that outcome. It would then be possible to verify if similar mistakes (e.g. non adherence to clinical guidelines) were made in the therapies under examination, or if wrong therapeutic choices were always taken by the same physician.

7 Conclusions and Related Works

In the present paper a case retrieval client/server architecture, exploiting a fuzzy extension to SQL has been presented. The system is able to automatically produce a fuzzy query from a target case template and can exploit the support of a standard relational DBMS for storing and retrieving cases. Unlike similar approaches, the emphasis is given to acceptance criteria defined through fuzzy distribution, instead that to distance functions as in NN approaches.

The main contributions of the present papers are:
1. the use of standard fuzzy logic, in order to define acceptability criteria for case retrieval, by taking advantage of the standard definition of $\lambda$-cut of a fuzzy set and of standard fuzzy logic connectives to realize the aggregation of local acceptability measures (defined at the feature level) into a global acceptability measure (at the case level);

2. the exploitation of database techniques, both for storing and retrieving cases in standard relational databases, bridging the gap between the need for flexible querying and the need for maintaining usual databases already present in application fields.

Both issues have been already faced in the past, but usually in different contexts. In [7], a difference is pointed out between case filtering (as preliminary to retrieval) and case selection; hierarchical fuzzy classification is proposed for the first step, while a particular pattern matching technique exploiting fuzzy information is used for case selection.

More emphasis to the problem of aggregating information is given in [19] where the use of fuzzy integrals is suggested as a suitable methodology for the synthetic evaluation of cases; a financial application is used to present the approach.

Fuzzy extension to standard k-NN techniques is presented in [6] as a useful way for dealing with the challenging problem of retrieving cases for whether prediction. The approach aims at retrieving the k most similar cases, in fuzzy terms of similarity, with respect to a target case description. However, the main goals are slightly different than ours, putting emphasis on classification and prediction via fuzzy weighting.

Concerning the problem of exploiting standard database techniques for case retrieval, particularly significant is the work presented in [14]. The use of a relational database and of standard SQL is exploited for implementing case retrieval in a commercial CBR toolbox called orange; however, differently from our approach, no fuzzy extension to SQL is proposed, since the goal is to implement standard (crisp) k-NN via a query relaxation technique, iterated until the desired result is reached. Commonalities with our approach can be pointed out, since both approaches are implemented on top of a relational DBMS and suitable thresholds must be defined for case retrieval.

Our future work will concentrate on the possibility of creating more parametric queries, also supporting the different importance a given attribute may have in specific retrievals.
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