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Abstract

Self-healing, one of the four key properties characterizing Autonomic
Systems, can enable large-scale software systems delivering complex ser-
vices on a 24/7 basis to meet their goals without requiring any human
intervention. In this paper we present a self-healing methodology for
software systems based on Case-Based Reasoning, a reasoning paradigm
that exploits the unformalized knowledge embedded into already solved
instances of problems, able to take advantage from the fact that in soft-
ware systems most errors are just re-occurrences of known problems. We
demonstrate the practical applicability of our methodology by showing
how it can be used to obtain a self-healing software system delivering
large-scale Internet services.

1 Introduction

As pointed out by Ganek and Corbi [14], “the computer industry has spent
decades creating systems of marvelous and ever-increasing complexity, but to-
day complexity itself is the problem.” By looking at today’s large-scale net-
worked applications and services, whose growth has been quite substantial in
the recent years, we can indeed observe that their inherent complexity, hetero-
geneity, and dynamism makes inappropriate, if not impossible, the traditional
human-centered approach to system administration. As a result, the attention
of the industrial and academic communities has been driven towards novel so-
lutions allowing the design and the implementation of self-managing computer
systems. The Autonomic Computing paradigm [14, 21, 31, 44], inspired by the
human autonomic nervous system, has been recently proposed as an approach
for the development of computer and software systems and applications that
can manage themselves in accordance with high-level guidance from humans.



An Autonomic Computing Systems (ACS) is composed of managed elements,
whose behavior is controlled by autonomic managers that apply suitable policies
in order to automate the process of system management. Autonomic managers
behave according to the so-called autonomic cycle [21, 31, 44], schematically
depicted in Fig. 1, that encompasses four distinct steps. More specifically, an
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Figure 1: The architecture of an Autonomic Manager, illustrating the autonomic
cycle.

autonomic manager continuously monitors the corresponding managed element
(in the Monitoring step) in order to collect information concerning its state and
behavior, analyzes this information (in the Analysis step) to determine possi-
ble deviations from the correct or intended behavior, devises proper corrective
actions (in the Plan step) to bring the system back into normal behavior, and
implements these plans (in the Ezecution step) by exploiting suitable actuation
mechanisms that must be provided by the managed element.

In order to be able self-managing, an ACS should exhibit the so called Self-
* properties, that is it should be Self-Configuring (i.e., able to (re)configure
itself under varying and unpredictable conditions), Self-Optimizing (i.e., able to
detect suboptimal behavior and to optimize itself to improve its execution), Self-
Protecting (i.e., able to protect itself from both external and internal attacks),
and Self-Healing (i.e., able to detect and recover from problems and/or failures).
Obtaining these properties is the goal of autonomic managers, whose activity
is driven by both human-specified policies and knowledge that is acquired and
updated during the operation of the system.

The Autonomic Computing paradigm is particularly attractive for large-
scale software systems aimed at delivering on-line services on a 24/7 basis, as
for instance those described in [9, 29]. The very large size of these systems (that
may typically include from hundreds to thousands machines), and the adoption
of customized application software and middleware, makes at the same time ser-



vice failures relatively frequent and human-centered system administration very
hard, if not impossible. Consequently, self-managing capabilities, and especially
self-healing, represent a very attractive solution for the management problems
of these systems. In this paper we focus on the problem of achieving self-healing
in (large-scale) software systems, that can be defined as the ability of a system
to repair itself after the occurrence of a fault (in one or more of its constituent
components) that led to an error, that in turn caused a service failure (that is,
a deviation from the correct or intended behavior of a system delivering a ser-
vice) [1]. As prescribed by the autonomic cycle, a self-healing software system
must be able to monitor its own behavior, in order to identify service failures,
to analyze these failures with the aim of diagnosing the faults causing them,
to devise a suitable repair plan able to fix the faults, and to ezecute the above
plans by means of suitable mechanisms.

While monitoring [41, 42] and reconfiguration[12, 17, 26] are certainly im-
portant, the ability to correctly diagnose the faults causing a service disruption,
and to devise the corresponding repair strategy, is crucial to the achievement
of self-healing. As a matter of fact, if a service failure is ascribed to the wrong
cause, an ineffective (or even wrong) solution is proposed, with the consequence
that other undesired behavior may be introduced into the system. In this paper
we address the problem of devising fault diagnosis and remediation techniques
that can be used by an autonomic manager of an Autonomic Software System
to identify both the causes and the possible solutions of a service failure. More
specifically, we propose a methodology supporting autonomous service failure
diagnosis and remediation (as opposed to fault diagnosis and remediation pur-
sued in traditional approaches) that exploits Case-Based Reasoning (CBR), a
reasoning paradigm able to exploit the unformalized knowledge embedded into
already solved instances of problems [2, 23].

The rest of the paper is organized as follows. In Section 2 we present the
related work, while in Section 3 we briefly review the main features of CBR.
In Section 4 we discuss how CBR can be used for service failure diagnosis and
remediation in Autonomic Software Systems, and in Section 5 we demonstrate
our technique by using the failure and repair data of some real, large-scale
Internet Service systems reported in [28]. Finally, Section 6 concludes the paper
and outlines future research work.

2 Related Work

Various approaches to fault diagnosis and remediation have been proposed in the
literature. Sterrit [40] proposes an approach to fault diagnosis based on event
correlation, where various symptoms of system malfunctions (represented by
alarms triggered by the various system components that are collected during the
monitoring phase) are correlated in order to determine the (set of) fault(s) that
have occurred. An alternative approach is proposed by Garlan and Schmerl [15],
where fault diagnosis is performed by means of a suitable set of models. Brodie
et al. [10] propose a technique in which recurring software errors are identified



by means of the call stack generated by the faulty program, that are stored into
a database and are used for fault diagnosis. Littman et al. [24] propose cost-
sensitive fault remediation, a planning-based technique aimed at determining
the most cost-effective system reconfiguration able to bring the system back to
full functionality. Planning represents also the basis for the fault remediation
strategy proposed by Arshad et al. [5].

The main drawback of these approaches is that they require the availability
of formalized and widely recognized background knowledge (henceforth referred
to as structured knowledge) on the structure and/or the behavior of the system.
For instance, planning-based techniques require a description of the domain, the
states, and the correct configurations of the system, while event correlation re-
quires the availability of a model describing how the various system components
interact among them. Unfortunately, significant efforts are usually required to
build, maintain, and use structured knowledge, with the consequence that its ap-
plicability to large-size systems, exhibiting complex behaviors and interactions
among their components, may be problematic. Another drawback of these ap-
proaches is their “fault orientation”, that is they are triggered by individual
component faults. Consequently, they attempt to correct a fault as soon as
it is diagnosed, even if it is not (yet) causing any service disruption because
it is dormant fault [1], or a fault that has been masked by the fault-tolerance
techniques embedded into the system. Devising a repair plan for a fault that
can be masked by the system is a waste of resources, and the same holds true
for a dormant fault if, when it occurs, can be masked as well. Furthermore,
from the perspective of service delivery, a dormant or a masked fault has little
or no importance until it causes a service failure (i.e., it becomes active [1]).
However, while pro-active repair of dormant faults can be important in physical
systems, for software systems it is much less important, as an unnoticed bug
or a misconfiguration (that are, by definition, dormant faults) may never turn
into an active fault causing a service failure. For instance, an unnoticed bug
may be corrected as a side effect of a software update performed to fix another
problem. Moreover, the correction of dormant or masked faults (preventive
maintenance [1]) requires the availability of a model of the system, that brings
us back to the problem of structured knowledge mentioned before. Finally, the
proposals discussed before either address fault diagnosis or fault remediation,
but none of them addresses both issues at the same time.

The CBR-based methodology we present in this paper does not suffer from
the problems mentioned above. It is indeed particularly suited to those do-
mains in which a formalized and widely recognized background knowledge is
not available. This is often the case when designing an Autonomic Computing
System for which structured knowledge is too hard to collect and maintain, or
when “retrofitting” self-healing capabilities into existing legacy applications [19].
Moreover, CBR seems particularly appropriate to failure diagnosis and reme-
diation in software systems, as in this domain most errors are re-occurrence of
known problems [5, 10, 20, 28, 39, 46], and provides a unique framework in
which failure diagnosis and remediation are performed jointly. Nevertheless,
rather interestingly, very few proposals of adoption of CBR in this field can be



found. To the best of our knowledge, the only proposal resembling ours has
been published in [10], where a Case-Based retrieval system for discovering soft-
ware problems without requiring human intervention is presented. Despite this
contribution represents a first concrete step in the direction of relying on CBR
for Autonomic Computing, the approach is still quite limited, as it consists in
a pure retrieval systems, in which the other steps of the CBR cycle (see section
3) are ignored, and the problem solution is not provided.

3 Case-Based Reasoning

Case-Based Reasoning is a reasoning paradigm able to exploit the unformalized
knowledge embedded into already solved instances of problems [2, 23], called
cases. In some sense, CBR is able to mimic human experts’ analogical reason-
ing, by remembering solutions to similar problems adopted in the past, and by
adapting them to the current situation. The problem solving experience gained
in the past is explicitly taken into account by storing past cases in a library (the
case base), and by suitably retrieving them when a new problem has to be dealt
with. A case consists of the following information:

o the problem description, i.e. a collection of {feature,value) pairs able to
summarize the problem at hand;

e the case solution, describing the solution adopted for solving the corre-
sponding problem;

e the case outcome, describing the (positive or negative) result obtained by
applying the solution itself.

Two basic possibilities exist for exploiting CBR for complex problems solving,
namely:

e Precedent Case-Based Reasoning, where the emphasis is on retrieving past
cases, and on using past solutions as a justification for the solution of the
current problem, with almost no adaptation (e.g. legal reasoning);

e (Case-Based Problem Solving, where retrieved solutions to previous similar
cases need to be adapted to fit the current situation (e.g. planning, design,
diagnosis, etc.).

Case-Based Problem Solving is the most general approach, and can be summa-
rized by the following four basic steps, known as the CBR cycle [2]:

1. Retrieve the most similar case(s) from the case library;

2. Reuse them, and more precisely their solutions, to solve the new problem;

w

. Revise the proposed new solution;

W~

. Retain the current case for future problem solving.



In the above cycle some steps may be missing or may be collapsed. For instance,
it is quite common to view the reuse and revise steps as a single one, or to avoid
the retain step if the current case is in some sense “covered” by other cases
already stored in the library. These steps may be fully automated, although
usually some user intervention is needed to perform adaptation and reuse.

A critical aspect affecting the efficiency of CBR is case retrieval, whose com-
putational cost strongly depends on the organization of the case base. Various
solutions have been proposed in the literature, ranging from flat memories, in
which cases are stored sequentially as lists or feature vectors, to more structured
organizations (like shared features nets and discrimination nets [23]). While flat
memories are simple to update, but require clever strategies to avoid exhaustive
search [32, 36], more complex organizations are harder to organize and maintain,
but allow for a faster search.

As anticipated in Section 2, CBR is particularly appealing in situations where
the domain knowledge is poor and difficult to explicit (e.g., when a model of
the system is not available), since the bottleneck of knowledge acquisition and
representation is reduced, as new (unformalized) knowledge is automatically
stored in the case base during the normal working process: no additional effort
is required to the user and/or to the domain expert. As the case library grows,
more and more representative examples can be retrieved, and it will become
easier to find a proper solution to the problem at hand. CBR has been applied
in several fields, mainly dealing with diagnostic problem solving [4, 22] or plan-
ning, and has successfully been exploited also for industrial applications [34, 33].
Moreover, CBR can be easily integrated with other knowledge sources (if avail-
able) and with other reasoning paradigms, making the methodology suitable also
for of applications with a partially available background knowledge, or with a
known problem-diagnosis model. The interest in multi modal approaches in-
volving CBR is recently increasing through different application areas [3, 13],
from planning [7] to classification [43] and to diagnosis [25], and from legal
[8, 35] to medical decision support [6, 27, 37, 47]. Different reasoning methods
can be combined in the same application, or it can be possible to switch among
alternative reasoning paradigms. CBR is particularly well suited for integration
with Rule Based or Model Based systems[16].

4 A CBR-based Approach to Self-Healing

As discussed in the Introduction, a complete self-healing solution requires that
all the steps of the autonomic cycle are carried out. Roughly speaking, there are
two possible ways of doing so, namely (a) integrating the autonomic cycle into
the system, thus in a certain sense embedding the autonomic manager into the
managed system, and (b) “surrounding” the managed system by an external
closed control loop (an approach named ezternalization in [15], where it has
been proposed for the first time). While the former approach is undoubtedly
more general, it requires innovative design and implementation techniques that,
at the moment, are not mature enough. Furthermore, it cannot be used with



existing applications whose size, complexity, and unavailability of source code
may prevent any required modification. For these reasons, an externalization
approach appears more appropriate.

Our proposal, schematically illustrated in Fig. 2, uses externalization, as
done in Garlan and Schmerl’s work [15], but relies on CBR, rather than re-
sorting to a model of the system, so that the need of acquiring and maintaining
structured knowledge about the system is avoided. The basic idea of externaliza-
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Figure 2: CBR-based Self-Healing

tion [15] is to treat the system as a “black box” surrounded by a set of external
modules that form a “closed-loop” controlling the “health” of the system and
performing proper repair actions in case of service failures. In our approach this
closed loop includes, in addition to the Running System (corresponding to the
managed element in the autonomic computing terminology), four external mod-
ules, that jointly act in such a way that self-healing is obtained. In particular,
when the Monitoring module detects a service failure, it passes the set of symp-
toms of this misbehavior to the Case Preparation module, whose purpose is
to assemble a case with the proper structure and passes it to the CBR Analysis
module. The CBR Analysis module (which is the core of our architecture),
upon receiving an observed case from the Case Preparation module, finds the
solution to the case at hand (or, more precisely, the best solution among those
available in the case base), and passes it to the Repair Module that, by using
suitable system-specific mechanisms, executes the corresponding repair plan.
Note that during the repair a new case, describing the new solution derived
from a previously-stored one, can be generated and stored into the case base.



As shown in Fig. 2, the external modules can be classified either into System-
specific (i.e., that must be tailored to the specific characteristics of the running
system) or System-agnostic. While the monitoring and repair activities require
the availability and usage either of mechanisms provided by the running system
or of adapted third-party components [18] (hence their classification as system-
specific), the problem resolution activity (performed by the CBR Analysis mod-
ule) does not rely upon any particular system feature (hence it classification as
system-agnostic, although an adaptation strategy would require specific domain
knowledge). The Case Preparationmodule has been instead drawn as crossing
the dotted line separating system-specific from system-agnostic modules, as it
interfaces the system-specific part of the system with the system-agnostic one.

As can be observed by comparing Fig. 2 with Fig. 1 (illustrating the au-
tonomic cycle), our architecture closely matches the behavior of a self-healing
autonomic manager. This is the consequence of the fact that the CBR cycle fits
very well into the autonomic cycle, since it naturally covers the Analysis and
Planning phases, while the other two phases (i.e., Monitoring and Ezecution)
are covered by the Monitoring and Repair modules of our architecture. In
particular, the Retrieve step of the CBR cycle corresponds to the Analysis step
of the autonomic cycle, the Reuse-Revise steps of CBR, where past retrieved
solutions are evaluated (and, if necessary, adapted) correspond to the Planning
step, and the Knowledge used by the Autonomic Manager is contained in the
Case Base.

In order to behave as a really self-healing system, our infrastructure must
be able to work as much as possible in an autonomous way, i.e. without human
intervention. However, this can happen only if a case base containing enough
instances of solved cases is available, but in general it is not available when the
system is initially put into operation. We therefore envision a bootstrap phase,
enabling the collection of the initial cases, during which problem solution is per-
formed by humans. However, as the system experiences failures that are solved
by human operators, the case base grows to include the information concerning
solved problems, so after a relatively limited amount of time problems solution
can be performed autonomously. An obvious question that may arise is con-
cerned with the size of the case base, that may potentially become very large if
the number of stored cases keeps increasing. However, in these situations it is
possible to keep the case base size within reasonable limits by resorting to tech-
nique already published in the literature [38], like for instance the definition of
suitable “prototypes” able to summarize the information carried by the ground
cases they represent, that are stored in place of the cases.

As a final consideration, we note that some aspects of the CBR implementa-
tion are strongly domain dependent; typically, the possibility of simply reusing
a case solution vs. the need for adaptation and, in this situation, the details of
the adaptation strategy, cannot be provided in a general fashion, but need to
be tailored to the application under consideration. Nevertheless, the mapping
of the CBR steps to the self-healing cycle appears to be general enough to be
shared across different contexts.



5 Case Study: Self-Healing in Large-Scale In-
ternet Services

In this Section we illustrate how our approach can be practically used to obtain
self-healing in a computing system conceived to deliver large-scale Internet ser-
vices. In order to make our discussion as realistic as possible, we use as a case
study one of the systems described in [28, 29], for which the data concerning
some representative service failures and the corresponding repair actions are
available.

The system chosen for our discussion is the one named Online in [28, 29],
whose purpose is to deliver an online service/Internet portal on a 24/7 fashion.
The system is spread across two data centers, and includes about 500 machines
altogether. Each data center hosts a subsystem using a three-tier architecture, in
which a load-balancing tier distributes the load across a set of front-end servers,
that in turn rely on a set of back-end servers to carry out their operation. The
Online computing system uses both Sparc and x86 machines running the Solaris
operating system, while the software and the middleware used to provide the
service is customized, and is updated very frequently (typically every week).

The sheer size of the system makes the fault frequency relatively high, so
proper fault-tolerant techniques and strategies have been incorporated into its
design. As shown in [28], these techniques work reasonably well and are able
to mask a large fraction of those faults that can be ascribed to node hard-
ware/software problems (although some of them turn into service failures that
must be properly handled), but are very often unable to mask those faults that
are caused by operators’ errors (typically software misconfigurations), that con-
sequently turn into service failures.

In order to illustrate how our self-healing approach works, we consider three
service failures (and the corresponding solutions), two of which have been taken
from [28], while the third one has not been observed in the actual system, but
is very plausible in practice. Starting from these failures, we describe a possible
case structure, and we show how a service failure can be autonomously repaired
by our self-healing infrastructure. The service failures we consider for our case
study are the following:

e Failure 1 (from [28]): the system was not delivering the email messages
to its users. The failure was found to be caused by a software upgrade
of the front-end daemon that handles username and alias lookup, that
inadvertently changed the format of the string used by that daemon to
query the back-end database server that stores usernames and aliases. The
daemon continually retried all lookups because they were failing, eventu-
ally overloading the back database, causing also the risk of bringing down
other services using it. The problem was finally fixed by rolling back the
software upgrade and rebooting the database and front-end nodes.

e Failure 2 (fictitious): the system was, again, not delivering the email
messages to its users, but this time no increase in the username/alias



lookup frequency occurred. The inspection of the logs of the email server
however revealed a significant fraction of discarded messages. The failure
was found to be caused by a misconfiguration of the email servers, that
set an internal buffer to a too small value. The problem was fixed by
increasing the buffer size and by restarting the email service on front-end
nodes.

Failure 3 (from [28]): users’ posting were (sometimes) not showing up
on the service’s newsgroup. The failure was due to an operator miscon-
figuration that had caused the newsgroup posting server not to run the
daemon performing username/alias lookups. This server requires indeed
that the message sender is a valid Online user, otherwise the message is
silently dropped. The posted messages were being silently dropped since
all the user authentication requests were failing because the username
lookup daemon was not running. The failure was fixed by correcting the
configuration file, and by restarting the newsgroup service on front-end

nodes.

Let us now discuss a possible structure for the cases based on the information
concerning the failures and their symptoms. As discussed in Section 3, a case
consists in the problem description (i.e., a collection of <feature,value> pairs),
the case solution (i.e., a description of the solution adopted to solve the cor-
responding problem) and the case outcome (describing the positive or negative
result obtained by applying the solution). Let us start with problem description
by giving the list of features used for problem description, reported in Table 1,
that correspond to the symptoms of the failures. This list is derived from the

Table 1: Features used to describe cases

Feature Possible Values | Description

email Yes/No indicates whether email messages are
deliv. received ( Yes) or not (No)

lookup None/Low/ indicates the number of username/alias
number Normal / High lookups per unit of time

disc. Yes/No indicates whether any service log reports
msg. discarded messages ( Yes) or not (No)
news msg Yes/No indicates whether all posted messages appear
appear in the newsgroup ( Yes) or not (No)
lookup daemon Yes/No indicates whether the username/alias
running look daemon is running ( Yes) or not (No)

three service failures discussed above and has been chosen in order to suit the
example (of course, in general the cases may have a more complex structure).
Each case will contain all the features listed above, although some of them may
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have not been observed for a specific case, plus two fields corresponding to its
solution and outcome. Table 2 reports the case base for our example.

Table 2: The case base corresponding to the three service failures. The NULL
value is used to indicate that the corresponding feature has not been observed.

Case | email | lookup | disc. | news msg | lookup | problem case
desc. | deliv. | number | msg. | appear daemon | solution outcome
running

case 1 | No High No NULL NULL rollback to previous positive
software version and
reboot front-end nodes

case 2 | No Normal Yes NULL NULL resize buffer and positive
restart email service

case 3 | NULL | None Yes No No start lookup daemon and | positive
restart news service

Let us now describe how our self-healing methodology would solve a new
service failure, after it has been observed by the Monitoring module. We as-
sume that the Case Preparation module (not described here because of its
simplicity) formats the new case according to the structure described before,
and passes it to the CBR Analysis module. For our example, let us assume
that the new case has the structure reported in Fig. 3, that corresponds to an

email | lookup disc. | news msg | lookup daemon
deliv. | number | msg. appear running
No NULL Yes NULL Yes

Figure 3: Case corresponding to the new service failure that is being observed

email messages delivery failure, for which message discards are reported into
the servers logs, and the lookup daemon is observed to be running.

Starting from this case, the CBR Analysis module retrieves the most similar
past case chosen among those stored into the case base. In order to do so, it
must have a way of measuring the similarity between cases, that in turn requires
the definition of a measure of distance among cases. Generally speaking, the
distance d(c;, ¢;) between cases ¢; and ¢; can be computed as weighted average
of the normalized distances among their various features, that is:

N
Zwk ~d(c;i(k), cj(k))
d(eiy ) = = &)

where d(c;(k),c;j(k)) and w; denote the normalized distance between feature
k of cases ¢; and c;, and the weight associated with this feature, respectively.
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The features of the cases used in our example may take only either boolean or
categorical values, for which two different measures of distance can be used. For
boolean features we use to so-called overlap distance [45], that is defined as:

. oy = [0 if ci(k) = ¢;(k)
d(ci(k), cj (k) _{ 1 otherwise
For categorical features (only lookup number, in our case) we use a similarity

table that explicitly lists the distance among all the pairs of possible values,
defined as follows: !

0 if ci(k) =cj(k)

0.5 if ¢i(k) = None A ¢j(k) = Low or viceversa

0.5 if ¢i(k) = Low A ¢;j(k) = Normal or viceversa
d(ci(k),cj(k)) =< 0.5 if ¢;(k) = Normal A c;(k) = High or viceversa

0.75 if ¢;(k) = None A ¢j(k) = Normal or viceversa
0.75 if ¢i(k) = Low A cj(k) = High or viceversa
1 otherwise

By using the above distance measures, and by defining as ’1’ the distance
between the value NULL and any other value, the distances between the new
case (Fig. 3) and each case included in the case base (Table 2) are those reported
in Table 3, from which we can conclude that the closest match to the new case
is case 2.

Table 3: Distances between the new service failure and the cases in the case
base

distance w.r.t. | email | lookup | disc. | news msg | lookup overall
deliv. | number | msg. appear daemon | distance
case 1 0 1 1 1 1 %
case 2 0 1 0 1 1 %
case 3 1 1 0 1 1 %

Once the most similar case has been determined, the corresponding solution
can be used to solve the problem corresponding to the new case. As already
mentioned in Section 3, sometimes this solution may be readily used to solve
the new problem (as in the example discussed in this section), while in other
cases it may have to be adapted if it does not solve directly the new problem.
Solution adaptation, however, cannot be always automated in a simple way, so
in these cases some form of human intervention may be required. A similar
consideration applies to the execution of the devised repair plan, that requires
the availability of suitable reconfiguration/repair mechanisms, that sometimes
may be hard to develop in a completely autonomous manner. In spite of that,

1Of course, other distance values are possible, but for our purposes this simple definition
is sufficient.

12



we believe that our system represents a step towards the achievement of a full
self-healing behavior. More precisely, we believe that our system fits between
Level 8 (Predictive) and Level 4 (Adaptive) of the Ganek and Corbi’s scale of
autonomicity [14], depending on the amount of human intervention required to
carry out the tasks mentioned above. As a final consideration, it is worth to
point out that, although the example presented in this section is relatively sim-
ple, at the same time it is representative of a large class of real-world situations.
Moreover, since the CBR methodology can handle exactly in the same way more
complex cases, we believe that our approach can be practically used to achieve
self-healing in real-world, large-scale software systems.

6 Conclusions

In this paper we have presented a CBR-based approach for the achievement
of self-healing in software systems that, unlike alternative solutions, directly
addresses service failures rather than individual component faults, so that un-
necessary repair actions are avoided. Moreover, it does not require the avail-
ability of structured knowledge like, for instance, models of the behavior of the
system, thus easing its applicability to large-scale, complex software systems.
The suitability of this approach to real world applications has been exemplified
by showing how it can be used to make a large-scale Internet service system
able to self-heal. The relative simplicity of the case study chosen to illustrate
our methodology is in no way a requirement for the applicability of CBR, that
can handle exactly in the same way more complex cases. Therefore, we be-
lieve that our methodology represent a concrete step towards the achievement
of self-healing for complex, large-scale software systems.

As future work, we plan to apply our methodology in practice by using it
to provide self-healing in real-world large-scale systems, like PlanetLab [11] and
OurGrid [30]. In order to do this, an implementation of both the system-agnostic
and system-specific modules of our infrastructure need to be implemented and
integrated.
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